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ABSTRACT

In this study, a Small Open Economy theoretical model based on Galí and Monacelli (2005) which is a version of Dynamic Stochastic General Equilibrium (DSGE) model will be combined with a Vector Auto Regression (VAR) model and the resulting DSGE-V AR model will be used to make long term projections through Bayesian estimations for the Turkish economy. DSGE models are generally used in the analyses of short term macroeconomic policy within the New Keynesian framework. The long term projections are made generally via the VAR models. In this study, the two approaches will be combined and projections will be made by using a VAR model starting from a structural DSGE model for Turkey. Because in literature, there are not many long term projections and estimations made within such a framework, this study will contribute the literature. The estimation and forecasting results are obtained for Turkey’s 2023 GDP and per capita GDP. The results show that those 2023 targets will not be met. So if Turkey is serious and insistent on these targets, these study may be warning to policymakers and the public to take the necessary measures when there is still enough time and opportunity.
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1. INTRODUCTION

The Turkish economy has almost experienced a continuous growth process since the first quarter of the year 2002, except for the year 2009 in which the impact of global financial crisis was felt. As a result of this growth period, Turkey has become the 17th or 18th largest economy in the world. Following this remarkable economic performance, Turkey has set some big targets for 2023 such as having GDP of $2 trillion US dollars or per capita GDP of 25 thousand US dollars.

In this study, the Turkish economy will be modeled and investigated through a Small Open Economy (SOE) theoretical model based on Galí and Monacelli (2005). This model is a version of Dynamic Stochastic General Equilibrium (DSGE) model. The projections in this study will be made through Bayesian estimations of a DSGE-V AR (or DSGE-V AR(λ)) model that is obtained from the combination of a structural DSGE model with a Vector Auto regression (VAR) model. Therefore, the DSGE-V AR (λ) model establishes a balance between the statistical representation (VAR) and the economic requirement (DSGE). So here, the DSGE-V AR or DSGE-V AR (λ) model that will be estimated by using Bayesian methods represents a combination of our SOE model with a VAR model. DSGE models are generally used in the analyses of short term macroeconomic policy within the New Keynesian framework. The long term projections are made generally via the VAR models. In this study, these two approaches will be combined and projections will be made by using a VAR model starting from a structural DSGE model. Because in literature, there are no long term projections and estimations made within such a framework at least to our knowledge, this study will contribute the literature.

So, in such a framework this study investigates whether Turkey would be able to meet its 2023 targets or not if the trends and dynamics that have been experienced during the last decade continue. Therefore, in this study, we will just specifically look at the feasibility of GDP and per capita GDP targets of Turkey in 2023.

In addition to the theoretical and methodological contributions, this study could provide information and guidance to policymakers in their way of reaching the targets. So, if they are serious on those targets, and such studies arrive at a conclusion

1 According to the IMF, World Bank and UN ranking based on nominal GDPs in 2014 and 2015, Turkey is the 18th in the list. However, according to GDP calculated by purchasing power parity (PPP), Turkey is 17th in the world GDP ranking lists.

2 The hyper parameter λ is interpreted as the weight placed on both the VAR and the DSGE parts of the DSGE-V AR(λ). λ → ∞: DSGE-V AR(λ) → DSGE; λ → 0: DSGE-V AR(λ) → VAR
that these targets are not attainable, then the attention of policymakers and the public can be captured when there is still enough
time to take the necessary measures. Another contribution could be introducing of using Bayesian methods and techniques in
Turkey in the context of long term projections, where there are not enough studies using this state-of-art estimation method.

2. THE LITERATURE

2.1 DSGE Models

We will use a small open economy (SOE) model which is a variant of the dynamic stochastic general equilibrium (DSGE) model
in this study. This is an open economy version of the standard model used in New Keynesian framework (see Woodford, 2003)
developed first by Gali and Monacelli’s (2005). Its simplification by Lubik and Schorfheide (2007) has become standard and
vastly used in the literature. DSGE models are micro founded optimization-based models that have become very popular in
macroeconomics over the past 25-30 years. DSGE models are the models with a high degree of theoretical coherence and
derived from the first principle by explicitly modeling the household and firm behavior as well as the monetary authority’s
reaction function. In these models, decision rules of economic agents are derived from assumptions about agents’ preferences
and production technologies and some fundamental principles such as inter temporal optimization, rational expectations, and
competitive equilibrium. Thus, they are robust against the well-known Lucas (1976) critique, and a good model for policy
analysis. However in such models, the functional forms and parameters of equations that describe the behavior of economic
agents are tightly restricted by optimality and equilibrium conditions. But, likelihood functions for such empirical models
with a strong degree of theoretical coherence tend to be more restrictive than likelihood functions associated with a theoretical
models. However, a challenge arises if the data favor the a theoretical model. Since the a theoretical model generates more
accurate forecasts, but a theoretically coherent model is required for the analysis of a particular economic policy.

In literature DSGE models could be estimated by different methods. Clarida, Galíve Gertler (2000) used GMM. Orphanides
(2001) or Ball and Tchaidze (2002) used OLS methods but to avoid endogeneity bias they made implausible identification
estimation (MLE) method. However, one problem in the estimation of DSGE models by MLE is absurd parameter estimates,
that is, estimates of structural parameters by MLE are often at odds with additional information or observations. Because of
such problems DSGE models have been estimated by Bayesian methods recently. Likelihood-based Bayesian estimations
of DSGE models have started with the studies of Landon-Lane (1998), DeJong et all. (2000), Schorfheide (2000) and Otrok
(2001). An analysis and estimation of a DSGE model by Bayesian methods in a closed economy framework was performed by
An and Schorfheide (2007). In open-economy literature, Lubik and Schorfheide (2007) used Bayesian estimation methods in a
SOE framework to see the effects of exchange rates movement on the monetary policies of some central banks (to investigate
the hypothesis whether central banks do respond to exchange rates). Lubik and Schorfheide (2006), Rabanal and Tuesta (2006),
Walque and Wouters (2004) used Bayesian methods in the estimations of multi-country DSGE models.

2.2 VAR Models

While DSGE models provide a complete multivariate stochastic process representation for the data, simple models impose very
strong restrictions on actual time series and are in many cases rejected against less restrictive specifications such as Vector Auto
Regressions (VAR). A natural alternative to DSGE models in dynamic macroeconomics is a VAR model, because linearized
DSGE models, at least approximately, can be interpreted as restrictions on a VAR representation. Thus, instead of estimating a
structural model of the economy, we can directly estimate a model by using observable variables and data without having any
restrictions, as in a VAR model. VARs are linear time-series models, designed to capture the joint dynamics of multiple time
series.

Therefore, VAR models are usually used in long-term estimations and making future projections. Sims (1980) proposed
VARs to replace large-scale macro econometric models (inherited from the 1960s), which impose incredible restrictions.
Since then, VARs have been used for macroeconomic forecasting and policy analysis to investigate the sources of business-
cycle fluctuations and to provide a benchmark against which modern dynamic macroeconomic theories can be evaluated. The
equilibrium law of motion of many dynamic stochastic equilibrium models can be well approximated by a VAR. There are
some problems in the estimations and forecasting with VAR models. Since the VAR parameter space is generally much larger
than the DSGE model parameter space, the specification of a prior distribution for the VAR parameter becomes very important
and requires careful attention. A VAR with a prior that is very diffuse is likely to be rejected even against a misspecified DSGE
model (An and Schorfheide (2007)).\footnote{In a more general context this phenomenon is often called Lindley’s paradox.}
3. THE MODEL AND THE ESTIMATION METHOD

3.1 DSGE-VAR and Bayesian Approach

In empirical studies the guidance of theory is crucial. However, since theoretical models have been getting more complicated, complex and very specific in macroeconomics, this guidance in a formal statistical framework has become more difficult. Bayesian estimation methods provide a statistical framework to overcome such difficulties and take formally uncertainties in model parameters into account. In Bayesian inference, prior distributions for parameters are updated by sample information contained in the likelihood functions to form posterior distributions. In a Bayesian framework, prior distributions are important. The prior can enable to use information that is not contained in the estimation sample. Thus, to the extent that the prior is based on non sample information, it provides the ideal framework for combining different sources of information and thereby sharpening inference, and obtaining more correct and consistent estimations in macro econometric analysis. Then, posterior distributions can be obtained to measure parameters’ uncertainty, and used in making political analysis, estimations, and future forecasting.

Thus, with a DSGE-VAR model in Bayesian framework, since the likelihood function is reweighted by a prior density that can bring the information to the model that is not contained in the estimation sample, more reasonable and consistent estimations can be obtained. In a DSGE-VAR model, probability distributions for parameters are determined by a DSGE model that models the economy theoretically. These distributions are used as prior distribution in VAR to obtain estimations and projections that are consistent with the assumed economic model. Then, the posterior distribution of DSGE-VAR model is derived from combining a VAR likelihood function with the DSGE priors. The DSGE priors here are used instead of the Minnesota-styled priors that are usually used in the Bayesian VAR (BVAR).

DSGE-VAR model obtained by combining DSGE models with Bayesian VARs first proposed by Ingram and Whiteman (1994), and further developed by Del Negro and Schorfheide (2004) to improve forecasting and monetary policy analysis with VARs. Then the framework has been extended to a model evaluation tool in Del Negro et al. (2007).The main point in these studies is to determine the moments of the prior distribution of the VAR parameters by using a DSGE model. DSGE-VAR approach was designed to improve forecasting and monetary policy analysis with VARs, and some studies find that this model can compete in forecasting with BVARs based on the Minnesota prior (Del Negro and Schorfheide (2006, 2009)).Since unlike the BVAR, where the so-called Minnesota priors are used to tilt the estimates toward random walks in the parameter space, the DSGE-VAR model uses the artificial data generated from the DSGE to tilt the estimates toward the region of the parameter space. This would produce better and more consistent estimation results when theoretically strong DSGE models are used.

3.2 The Small Open Economy (SOE) Model

A SOE-DSGE model includes an open economy IS curve that represents the production side of the economy, a new Keynesian Phillips curve that represents inflation dynamics, a real exchange rate equation, and a monetary policy rule. Thus, the SOE model that will be used in this study can be described by the following equations.

The consumption Euler equation showing the supply side of the economy can be rewritten as an open economy IS-curve:

\[ y_t = E_t y_{t+1} - [\tau + \alpha(2-\alpha)(1-\tau)](R_t - E_t \pi_{t+1}) - \rho z_t \]

where 0 < \alpha < 1 is the import share, \( \tau \) is the intertemporal substitution elasticity, \( y \) is aggregate output, and \( \pi \) is the CPI inflation rate. The terms of trade, \( q \) is defined as the relative price of exports in terms of imports. \( y^* \) is exogenous world output, and \( z \) is the growth rate of an underlying non-stationary world technology process A. 4

Optimal price setting of domestic firms leads to the open economy Phillips curve:

\[ \pi_t = \beta \pi_{t+1} + \alpha \beta E_t \Delta q_{t+1} - \alpha \Delta q_t + \frac{\kappa}{\tau + \alpha(2-\alpha)(1-\tau)} (y_t - \overline{y}_t) \]

4. In order to guarantee stationarity of the model, all real variables are therefore expressed in terms of percentage deviations from A.
where $\bar{y}$ is potential output in the absence of nominal rigidities. The slope coefficient $\kappa$ is a function of underlying structural parameters, such as labor supply and demand elasticities and parameters capturing the degree of price stickiness.

The nominal exchange rate $e$ is included into the model through the definition of the CPI by assuming that relative PPP holds:

$$\pi_t = \Delta e_t + (1 - \alpha) \Delta q_t + \pi^*_t$$

where $\pi^*$ is an unobserved world inflation shock, and may also be interpreted as the misspecification, or deviations from PPP.

Monetary policy is described by a Taylor-type interest rate rule, where the central bank adjusts its instrument in response to movements in CPI inflation, output, and nominal exchange rate:

$$R_t = \rho_R R_{t-1} + (1 - \rho_R) \left[ \psi_1 \pi_t + \psi_2 y_t + \psi_3 \Delta e_t \right] + \epsilon^R_t$$

Where $\psi$s represents monetary policy coefficients, and is a smoothing term that accounts the persistence in nominal interest rates.

The terms of trade can be determined endogenously as the relative price that clears international goods markets. However, estimation of the fully structural model turned out to be problematic as explained in Lubik and Schorfheide (2007). For most specifications, numerical optimization routine had difficulties finding the maximum of the posterior density. Whenever optimization did converge, implausible parameter estimates and low likelihood values are obtained. The apparent reason is that endogenous equation would imply a tight link between the terms of trade and output growth that the estimation procedure attempts to match. This creates a conflict with output and inflation dynamics as governed by the IS-equation and the Phillips curve, which can at best only be resolved at the cost of implausible estimates. To overcome such difficulties, a law of motion for the growth rate of the terms of trade can be added to the system of equations given above:

$$\Delta q_t = \rho_q \Delta q_{t-1} + \epsilon_q(t)$$

These five equations given above form a linear rational expectations model. Here it will be assumed that the variables representing the world $\pi^*$ and $y^*$ evolve according to univariate AR(1) processes with autoregressive coefficients $\rho_{\pi^*}$ and $\rho_{y^*}$, respectively. The innovations of the AR(1) processes are denoted by $\epsilon_{\pi^*}$ and $\epsilon_{y^*}$. This rational expectations model can be solved by different methods. Linear approximation methods are very popular. Since a log-linearized DSGE model with rational expectations can be put in a state-space form, where the observed variables are linked to the model variables through the measurement equation. At the same time, the state equation provides the reduced form of the DSGE model, mapping current variables to their lags and the i.i.d. shocks. The reduced form is obtained by solving for the expectation terms in the structural form of the model using a suitable numerical technique. The most common methods are Anderson and Moore’s (1985) AiM algorithm, Klein (2000), and Sims (2002). If a unique convergent solution is available, the Kalman filter can be applied to compute the value of the log-likelihood function.

### 3.3 Estimation in Bayesian Framework

After solving the DSGE model, a parameter vector that needs to be estimated is formed. This vector is composed of unknown model parameters, policy rule parameters, and parameters for the shocks. Under the assumption that all the structural shocks are normally distributed and uncorrelated with each other at all leads and lags we can obtain a joint probability distribution for the endogenous model variables. The solution of the rational expectations system takes the form

$$s_t = \Phi(s_{t-1}, \epsilon^s_t; \theta)$$

The variables in the rational expectations system are represented by the vector $s_t$. From an econometric perspective, $s_t$ can be viewed as a (partially latent) state vector in a non-linear state space model and the above equation is the state transition equation. Here, is the vector of innovations and the structural parameters are collected in the vector $\theta$ that are the parameters to estimate in the model. The model is completed by defining a set of measurement equations that relate the elements of $s_t$ to a vector of observations, $Y$.

The unknown parameters will be estimated by Bayesian techniques. A Bayesian approach is in principle easy. Parameters are given values through their posterior distribution, which is linked to prior information and the observed data through Bayes theorem. From Bayes theorem we know that the posterior distribution of $\theta$, denoted by $p(\theta | Y)$, is given as

---

where \( p(\theta) \) is the prior density, \( p(Y|\theta) \) is the density function for a random data matrix \( Y \) conditional on \( \theta \), and \( p(Y) \) is the marginal data density that is defined as

\[
p(Y) = \int p(Y|\theta) \ p(\theta) \ d\theta = \int L(\theta|Y) \ p(\theta) \ d\theta
\]

As can be seen from the above equation, the density function \( p(Y|\theta) \) can be represented by the likelihood function \( L(Y|\theta) \) associated with the DSGE model and \( Y \) is the vector of observables. In a Bayesian framework, the likelihood function is reweighted by a prior density. If the likelihood function peaks at a value that is at odds with the information that has been used to construct the prior distribution, then the marginal data density of the DSGE model, will be low compared to, say, a VAR.

If the pure Bayesian approach is used, a prior distribution for each parameter is assigned, and the data are used to update these priors through the likelihood function of the DSGE model. Then, by using Bayes theorem the posterior distributions can be obtained. In a Bayesian framework, this likelihood function can be used to transform a prior distribution for the structural parameters of the DSGE model into a posterior distribution. This posterior is the basis for inference and decision making.

However, in the DSGE-VAR estimation method, the DSGE model is used to determine the moments of the prior distribution of the VAR parameters using a normal/inverted Wishart distribution. Thus, possible distributions of parameters are determined by using a DSGE model that theoretically represents the economy. These distributions are used as priors in VAR estimation, so estimation and forecasting results that are consistent with the assumed economy could be obtained. That is, dummy observations priors are obtained by the DSGE model, and then these DSGE priors are used to weight the VAR likelihood function in order to derive the posterior distribution. These posterior distributions are used for posterior sampling or posterior mode estimation to obtain estimation or forecasting results. The DSGE priors here are used instead of the Minnesota-styled priors that are usually used in the BVAR. It is found that this model can compete in forecasting exercises with BVARs based on the Minnesota prior.

The DSGE-VAR \( (\lambda) \) shows an equilibrium between economic requirement represented by a theoretical model (DSGE) and statistical representation in an empirical framework (VAR) depending on the optimum value of \( \lambda \). Since the empirical performance of the DSGE-VAR(\( \lambda \)) procedure crucially depends on the weight placed on each part, a data-driven procedure to determine optimum \( \lambda \) will be used (An and Schorfheide (2007)). A natural criterion for the choice of \( \lambda \) in a Bayesian framework is the marginal data density

\[
p_{\lambda}(Y) = \int p_{\lambda}(Y|\theta) \ p(\theta)d\theta
\]

For computational reasons we restrict the hyper parameter to a finite grid of \( \lambda \)s. If one assigns equal prior probability to each grid point then the normalized \( p_{\lambda}(Y) \)'s can be interpreted as posterior probabilities for \( \lambda \). Then the optimum value for \( \lambda \) can be obtained from:

\[
\hat{\lambda} = \arg \max_{\lambda \in \Lambda} p_{\lambda}(Y)
\]

4. THE ESTIMATION RESULTS

In this study, seasonally adjusted quarterly data set for Turkey will be used. The data set includes nominal GDP, inflation rates, short-term interest rates, nominal exchange rates, and terms of trades. In estimations and forecasting, growth rates of output will be used; inflation will be taken as the change in CPI; exchange rates will be either trade-weighted nominal exchange rate or simply dollar exchange rates. Since the changes in exchange rates and terms of trades will be used in estimations, log differences of those variables will be taken.

6. In this marginal density of the data with \( \theta \in \Theta \) being the support of \( \theta \). Since \( p(Y) \) is a constant when \( Y \) has been realized we know from the Bayes theorem that the posterior density of \( \theta \) is proportional to the product \( p(Y|\theta)p(\theta) \). Hence, if we can characterize the distribution of this product we would know the posterior distribution of \( \theta \). For complex models like those belonging to the DSGE family this characterization is usually not possible. Methods based on Markov Chain Monte Carlo (MCMC) theory can instead be applied to generate draws from the posterior.
Two data sets for Turkey are used in forecasting, one covers the period 1998:2-2015:4, and the other period 2002:1-2015:4. Although the first set has more observations, it also includes the effects of big crisis in Turkey in 2001. However, the second set covers observations after the crisis, so it represents a period in which Turkey is more stable. Thus, it might be thought that a projection using the second set may reflect the current dynamics of Turkey more and also carry these into the future in a better way.

The model is estimated through Bayesian estimation methods described above and quarterly projection results are obtained. Table 1 shows the annual results of projection calculated from quarterly results when 1998-2015 data set is used. Also, it tabulates three confidence bands of 50%, 70% and 90% calculated for this projection. Such as the values for 90% confidence band indicates that projection results would be in this interval with 90% probability. Figure 1 shows quarterly projection results graphically that are used to obtain annual results given in Table 1. According to these results, nominal GDP of Turkey in 2023 is projected to be 3.8 trillion TL. Also it can be expected that GDP in 2023 would be between 3.59 trillion and 3.99 trillion liras with 90% probability. The projection results obtained when 2002-2015 results are used are given in Table 2 and Figure 2. They indicates that the higher projection results are obtained with the data set that excludes the 2001 crisis, and 2023 GDP is projected to be 4.72 trillion TL. Similar projections are also implemented in US dollars and the results are given in Table 3, Table 4 and Figure 3 and Figure 4. According to these projections Turkey’s GDPs in 2023 is found to be 942.4 billion dollars and 947.2 billion dollars for the two data sets. These findings show that Turkey’s GDP target of reaching 2 trillion dollars in 2023 seems to be far from achieving.

Per capita GDP projections are given in Table 5 and Table 6. According to these results GDP per capita in 2023 is projected to be around 11.200 dollars, and 90% confidence band results shows that this figure could be realized as highest as 12.000 dollars with probability of 90%. Therefore, these findings show that it is difficult for Turkey to reach the per capita target level of 25.000 dollars in 2023.
5. RESULTS

The projection results show that the 2023 targets of Turkey of having GDP of 2 trillion dollars and per capita GDP of 25,000 dollars are far from reaching and seem to be unattainable with the current dynamics and trends. The reasons to be far from these targets today could be explained by large depreciation of Turkish currency of lira against US dollar in 2014 and 2015. Because, by excluding 2014 and 2015 data and making projections with the data set until 2013, we have obtained the GDP of 1.5 trillion dollars and per capita GDP of 17-18 thousand dollars projections for 2023. Although they are still below the target levels, they are not very far from those targets as the figures given above.

Table 2: GDP projection with 2002-2015 Data - TL

<table>
<thead>
<tr>
<th>Year</th>
<th>Nom.GDP (1000 TL)</th>
<th>50%</th>
<th>70%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>1952724009</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>2262066340</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>2598143283</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>2944276252</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>3288115690</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2020</td>
<td>3631337085</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2021</td>
<td>3900038870</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2022</td>
<td>4339937130</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2023</td>
<td>4716567615</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Table 3: GDP projection with 1998-2015 Data - USD

<table>
<thead>
<tr>
<th>Year</th>
<th>Nom.GDP (1000 USD)</th>
<th>50%</th>
<th>70%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>721051070</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>708891564</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2017</td>
<td>728773540</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2018</td>
<td>757975618</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2019</td>
<td>793173789</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2020</td>
<td>829083127</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2021</td>
<td>865876586</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2022</td>
<td>903681691</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2023</td>
<td>942447762</td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Figure 2: Nominal GDP Projection with 2002-2015 Data
## Table 4: GDP projection with 2002-2015 Data - USD

<table>
<thead>
<tr>
<th>Year</th>
<th>Nom.GDP (1000 USD)</th>
<th>50%</th>
<th>70%</th>
<th>90%</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>721051070</td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>728438318</td>
<td>701942363</td>
<td>752182942</td>
<td>689750070</td>
</tr>
<tr>
<td>2017</td>
<td>756947587</td>
<td>727078666</td>
<td>784560522</td>
<td>713023262</td>
</tr>
<tr>
<td>2018</td>
<td>785647730</td>
<td>75768315</td>
<td>816295276</td>
<td>738085477</td>
</tr>
<tr>
<td>2019</td>
<td>818291180</td>
<td>788375418</td>
<td>845712519</td>
<td>774947268</td>
</tr>
<tr>
<td>2020</td>
<td>850482239</td>
<td>820002538</td>
<td>879577859</td>
<td>803711740</td>
</tr>
<tr>
<td>2021</td>
<td>882777091</td>
<td>849155780</td>
<td>915936565</td>
<td>831598994</td>
</tr>
<tr>
<td>2022</td>
<td>914945081</td>
<td>882394941</td>
<td>948876084</td>
<td>862670724</td>
</tr>
<tr>
<td>2023</td>
<td>947180046</td>
<td>913729768</td>
<td>982827589</td>
<td>897139306</td>
</tr>
</tbody>
</table>

### Figure 3: Nominal GDP Projection with 1998-2015 Data

### Figure 4: Nominal GDP Projection with 2002-2015 Data
### Table 5: Nominal GDP per Capita projection with 1998-2015 Data - USD

<table>
<thead>
<tr>
<th>Year</th>
<th>Nominal GDP per capita 1998-2015 (thousand USD)</th>
<th>Confidence band</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>9157.24</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>8977.21</td>
<td>50%</td>
</tr>
<tr>
<td>2017</td>
<td>9136.39</td>
<td>9513.73</td>
</tr>
<tr>
<td>2018</td>
<td>9409.85</td>
<td>8434.62</td>
</tr>
<tr>
<td>2019</td>
<td>9753.55</td>
<td>8388.09</td>
</tr>
<tr>
<td>2020</td>
<td>10101.31</td>
<td>9007.16</td>
</tr>
<tr>
<td>2021</td>
<td>10455.39</td>
<td>9057.73</td>
</tr>
<tr>
<td>2022</td>
<td>10817.34</td>
<td>9326.96</td>
</tr>
<tr>
<td>2023</td>
<td>11186.71</td>
<td>9611.18</td>
</tr>
</tbody>
</table>

### Table 6: Nominal GDP per Capita projection with 2002-2015 Data - USD

<table>
<thead>
<tr>
<th>Year</th>
<th>Nominal GDP per capita 2002-2015 (thousand USD)</th>
<th>Confidence band</th>
</tr>
</thead>
<tbody>
<tr>
<td>2015</td>
<td>9157.24</td>
<td></td>
</tr>
<tr>
<td>2016</td>
<td>9224.75</td>
<td>50%</td>
</tr>
<tr>
<td>2017</td>
<td>9489.60</td>
<td>9525.45</td>
</tr>
<tr>
<td>2018</td>
<td>9753.39</td>
<td>8734.81</td>
</tr>
<tr>
<td>2019</td>
<td>10062.41</td>
<td>9155.14</td>
</tr>
<tr>
<td>2020</td>
<td>10362.03</td>
<td>9406.04</td>
</tr>
<tr>
<td>2021</td>
<td>10659.47</td>
<td>10133.86</td>
</tr>
<tr>
<td>2022</td>
<td>10952.17</td>
<td>9694.54</td>
</tr>
<tr>
<td>2023</td>
<td>11242.88</td>
<td>10062.41</td>
</tr>
</tbody>
</table>
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